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Peripheral Storage History

Prior to SCSI, most storage was “in
the box”
» Controlled by one system (host)
» Completely isolated from any other
devices
Why does that matter to storage?
» Only one Master — no sharing

» No clue about where it is, who else is in
there with them, or what system they might
be a part of

» Performance was solely dictated by the
processor system — when it needs it, it
gets it.

Storage
Device
Host

Storage
Device

Computer System




Peripheral Storage History

Post SCSI (Standard in 1986)
» Still controlled by one system (host) @ P
» Shared bus with other devices

Storage
Device

So Why Is This Significant? Computer

» Still only one Master — but am now sharing System

in the communication path with other Stor;ge
peOp|e I|ke me Device

» Still no clue about where it is, who else is
with them, and if it belongs to a bigger
system

» Performance is now affected by how many
devices are on the bus and the overall
performance of the bus — i.e. if one device
is hogging the bus, then the others can't get
their work done
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Peripheral Storage History

Disk & Tape Diverge in How to deal
with this new connectivity

» Makes some sense as Fiber Channel % @ @
was built by disk people for disk people

» Still no excuse for tape manufacturers Computer  Computer  Computer
h owever... System System System

What did Disk do?

» Solve both the multiple host and multiple
“devices” challenge by creating a super
device — Disk Controller or RAID

Controller AN

» Carve up their smaller (internal) devices g PR conielsr
by host, 3 for you, 2 for you, 4 for you, Device  Devies Device |Devies  Devies  Device  Device
and “None for YOU” — Soup Nazi,
Seinfeld

» Suddenly we are back to our comfort
level with one Master and no sharing!




Peripheral Storage History

Disk & Tape Diverge: How to deal
with this new connectivity

» Makes some sense as Fiber Channel % @ @
was built by disk people for disk people

» Still no excuse for tape manufacturers “oeem sysem System.
however...

What did Tape do?

» “Hey we’ll put a Fiber interface on our
drives and attach them directly” — some
genius tape guy

» Now the drives must grow in intelligence

Disk/RAID Controller

to deal with sharing, error handling, and &z) ,
switch fabric connectivity swrsge  storage

» Suddenly we are in a whole new world
with new requirements, new rules, new
language, etc., etc., etc.




Tape & Disk — Diverging Paths

Manufacturers Focused On Manufacturers Focused On
e Double speed « Double speed
e Double capacity » Double capacity

e Feature value add
(replication, CDP, CAS,
VTL, Deduplication, etc.

» Management

e Storage Virtualization

Customer’s Needed
« Intelligent solutions
Simplify the complexity
Aspirin for their failure ~
headaches e
Managed systems " __ omer’s Needed
Proactive failure _% ore manageability
management " more simplicity

“‘ stuff meant more

g

Focus on the
lowest level device
The tape drive

Commoditized
lowest level
device, Drove value
In system




Disk vs. Tape

Marketing Driven

» EMC, DataDomain, others spend major
$3$9$ telling everyone that tape isn’t needed
— If it in print, it must be true, right?

» Paid Analysts have and will create “reports”
showing Disk is better, cheaper, greener...

Customer Satisfaction driven

» Tape problems solicit finger pointing — not
solution

» Tape problems are typically dealt with by —
replacing tape, and hoping the problem
goes away

» Managing tape library, drives, and media is
a hassle, and with shrinking budgets — who
has the time?

Disk 155, 77 Ape




What can we learn from Disk

Embrace Failure — “Failure what failure?”

» Disks fail at a very high rate — Why don’t customer’s
complain?
- Built in recovery with RAID, and marketed that it is a
good thing, a benefit!

- Systems use their “call home feature” to call the
manufacturer and support hustles out to replace bad
disks — positioned as a “value-added service”

Sell a solution

» You don’t buy disks, you don’t even buy RAID — you buy
a solution for “High Availability”, or “Archive”, etc.

» You don’t manage disk, you manage “volume”

Management
» Configuration, use, capacity, automatic alerting, and of
course failure . . . | mean opportunities for service

» Bottom line — provide the customer with less involvement,
less hassle, makes them think it is a better solution




What can we do about Tape?

Embrace Tapes’ Benefits

4
>
4

Green technology
Data portability
Cost (if done right)

Improve the customer experience

>
4

Don’t just sell more drives, maximize their investment

Backup window problem could be caused by application,
environment, tape drive defects, system performance, etc.

Solve defects — find root cause and resolve, don'’t just keep
throwing tapes away

Do all of this for the customer, don’t make them get a degree in
backup physiology to protect their data

Management

>

Provide mechanism to better manage complex tape
infrastructure

Give customer ability to be alerted to issues in tape environment

Give customer ability to proactively solve potential problems
before they become a major issue







What makes Tape Tick?

Lots and lots of data

» Tape wants to take large blocks of
data in a continuous stream

Send large blocks quickly
» Tape drives consume data at very
high data rates
Load media, fill media, unload
media

» Tape load/unload process is the
longest in data transfer process




What Makes Tape Inefficient or Ineffective?

Starting & Stopping
» Media wear — expansion (stretching)
» Media damage

Magnetic Heads
Guide Roller (out)

Magnetic
Motor Recording Head Inclination Post Fixed Post
Drive Puck

Capstan

Tension Post Fixed Post

Fixed Post

Tape
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Belt” |
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What Makes Tape Inefficient or Ineffective?

Starting & Stopping
» Media wear — expansion (stretching
» Media damage

Tape drives solve this
» Always rewind beforas
» Leader at fro IMPORTANT: Stay above

handle the strain streaming rate, write large
chunks of data - maybe the
whole tape if possible

Problem
» When drive is
the drive’s si
» Drive must stop, reve
forward and perform :
Another side effect — Small data transfers with load/unloads will
always require the tape to rewind before unload, and then fast
forward on load to add new data — MAJOR TIME COST

= APE [SYIN THE DATA PATH, move
7 electronic splice with new data




What Makes Tape Inefficient or Ineffective?

Loading & Unloading
» Mechanical system that loads cartridge and positions
- Tape drives are rated for load/unload duty cycles that vary by drive type
- Tape drives have a total load cycle as well
- Library has load unload cycle rating as well
» Time — Its not on our side
— Library is occupied for both load & unload
- Tape drives have different ratings for time to load and position tape
Occupied, but unused drives

» If a tape is loaded — the drive is unusable by any other system

» If a tape is loaded but no data is going to or from it — then you have a very
expensive door stop.




How does Tape deal with Defects?

Tape media — bunch of tiny little magnets all stuffed together

» Audio or even video recording having a bit or multiple bits in error is completely
invisible to human brain

» In data recording, a single bit in error means the whole data set is corrupt

Built in error recovery
» Strong Error Correction Codes (ECC) built into the data blocks and data tracks
- Drive is able to recover from single bits in error within a block
- Drive is able to recover from a multi-block error such as a scratch
» Drive writes data to media and follows up by reading the data
- Verifies data read matches data written — good idea
- If ECC is invoked then data can be rewritten further down the tape
Different rules by drive type, by drive manufacturer
Causes slow down of transfer
Fire and forget

» Tape manufacturers assume if data was read after written, then that is good enough
— lets call it a day and go on home

» Sounds bullet proof — How could there every be a problem???




How does Tape deal with Defects?

Mechanical system — being more
tolerant isn’t a good thing in this case _
Write Head -

» Drives vary and could have different tape does all the
paths such that a second drive would talking
have difficulty reading a tape written on
the first drive

» Tape loading and seating could be
different causing offsets

Read after write is the best it gets

» Read head immediately follows the write
head — no chance to get off course

» Subsequent read operations must use the
servo tracking mechanism to stay on track
(think of skiing by yourself after a light
dusting of snow, the track is there, but you

Read Head - follows

won’t be exactly in the tracks all the time) in tracks never
deviating to watch

football




How does Tape deal with Defects?

Not all media is created equal
» Manufacturers use different processes

» Manufacturers have different acceptance
criteria

» Manufacturers have different quality

Far Three Men
The Civil War 8

What about Global Warming???

il » The environment matters — not as much as
Proctes! By disk, but it still matters

» Give me clean air — dust, and dirt can get
onto media or heads and scratch the tape

CLINT EASTWOOD 1
"THEW
THEBADS
THE UGLY"

i Gosh its hot - Abominable Snowman to Bugs Bunny




Conclusion — Ideal Tape World

Tapes loaded and fully written with large E}{!T 211 Al
data blocks (minimize load/unload) ;

Data transferred at compression rates
(minimum requirement at streaming rate )

Tapes unloaded immediately after written

High quality media

High quality tape drive

Monitor the whole system to make sure
all of the above is happening

Verify the written media every so often to
validate it is still viable







High performance backup

environment

%8?&88‘%%?&% nstead
Buying this...
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Current Challenges in HPC Tape Environments

Exploding Data Long-Term Data
Growth Protection

The tape environment is complex
and there is limited visibility to
understand the TRUE performance
of your environment

Tape Write Tape Write/Read
Performance Reliability




Reliability of Tape Backup

CAUSES OF BACKUP/RECOVERY FAILURES

Most frequent causes of tape failure

Human/Natural , _
Source: Storage Magazine, 2/05
» Lack of automation Malicious Damage [Tl |
7 I
» Lack of repeatable process Over-Written Data m =
. i Q
Drives Fire/Smoke Damage [ %
» Mechanical errors i =
. . Erased Tapes || E
» Dirty heads (write or read) . | =
. Blank Tapes N
» Firmware errors J
Incomplete Backups [
System P > |
. e e Failed Tape Rest
» Drive utilization imbalance alled Tape Restores KX -
e i | 2
» Underperforming drives Media Errors | &
, . D dT |
» Backup software errors/configuration amaged Tapes | | | )
» Network capacity Dirty Tape Heads
7 W)
» Network errors Broken TapeSA:L’—. 2
: Tape Drive Hangs
Media g J | | | )
» Damaged (scratch, shoeshine, creased, etc.) 0%  10%  20%  30% 40%  50%  60%
» Degraded (worn, magnetic properties, etc.) ‘D Sometimes m Often/Always
2/10/2009 Crossroads Systems - Proprietary & Confidential 24




Tape Dyno

Horsepower

4000 4500

Oil Pressure

Guiick Print ||Lf M| . I!‘ o

Data Location
O Fum H T -_': A AN0E Dagress F,
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Executive Summary

» High level meant for
customer to take to the
CIO/CFO

» Overall rating useful for
follow on reports to see
progress

» System Wheel gives “at a
glance” view of 12 areas
within environment

» High level summary for

- Risk to business

Health of environment

How efficient the systems
are being used

Opportunity for savings

This report is based on the analysis of the the customer's
tape library and drive sysiems from January-March 2008,

Executive Summary

The customer's tape system envirg
presents many areas of opportunity to i
the effective use of the tape systemy
throughput and to replace defective har
These modifications will result in sigr
savings for capital expenditures.

120
I Overall
g Environmen
Rating
a0 +—
80 +
33.2

Site Analysis for a Large Medical Imaging Comp
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of having data recovery issues in lhe future a

strong possibility. Thiz will dzo create the

opportunily for wiite arrars if Ihe defective HEALTH
drives & media are mot remaoved.

¥

Additicnally the duly cydes for lape loads is
over 10 times the recommended level with
the likalihood of mulliple premalure drive
failures occurring within the next 12 months.

First 12 months recurring annual savings of
107,150 from annual maintenance, lape
media, redlocation of labor  previcusly
required fo manage library/backup failures
wilh an addilional capital purchase savings of
$165,000.

Additional savings of $40,480 1o $53 930 for
researcher fime spent waiting for data to write
of read

Estimated $2+ million fo recredle research i
dala can ol be recoviered.

Multiple defective drives and tapes along with
sub-gtreaming rate throughput make the odds *

There are a minimum of two defective tape
drives and 3 mora that need fo be watchad
over the course of the next few weeks to
determine if they are in need of repair as well.

There iz alzo 1 defective piece of media and
multiple tapes needing fo be watched in the
future. The duly cycle of the library is very
high but =ill within acceptable range.

97% of al data transfers are below drive
slraaming rates, which translates 1o nearly 35
days of added producthity if the drive
throughput was enly improved to the native
rale, much less if the throughpul achieved
compressed rates.

Average utilization of the tape drives iz below
5%, Assuming there are jobs wailing in
quaue, baancing application use of he drives
weuld result in 360 - 483 hours of added
productivity.

Site Analysis for 3 Large Medical Imaging Company
& Copyright 2008 All Rights Reserved




Drive-Tape Error Analysis

» Purpose is to isolate
drives and media 100

1,600 - 1017674 3310010 3
“ 1] Tapa Barcada Em/MEB _ Affect
» Plot “suspected” tapes — e i =
Lotz27 000% W
1,400 Loz0z noow W | ooow W
LO1218 010%| W [\Watch hese tree Bpes
ese would have been : oo ool I
Drive-Tape EH 1200 Lootes rom populetion
. T P LO0158 =
thrown out in normal Analysls L T o e
» Looo73 000 M | opow| W | 001w M [ oosw| W | ooow| m
E 1,000 Looza3 000k W 0o1% M | oosw W | ooow W
H This survey shows clearly o Lo0zas oorw| W
(0] pe rat|0 ns defective drives that should be | ‘s 000w ®
three additional drives that nee{ @ 800 002% W 0.00% | W consimrtly
the course of the next few week] - ooy W ™ pad across multiple
. . - 0.00% 0.00%, drivas - replace
» A vertical red section o0 |+ o s e
000% W
. . . . o04% B 002% W | 000% M | 000w W | 000% W
indicates bad drives w0 oo ® oo
0.020% :f::::;l‘::gi : s ® Drive removal moves tape balow line = Drive removal moves over 172 toward line
} H . t I d b 0i025% 200 .' L) 7 Unknown impact of driva remaval W Driva ramoval doss not affact apa emar rate
orizontal red numbers - " T
. . . 9.020% 0 Y S—
m
indicates bad media o son 10
i
0.010% ChaF
0.005% Chart || (a) shows a scatter plot of the average errors per
«  Drive 331002054089 is defeciive megabyle for the 9840 tapes in the population. In this
0.000% particular case, there are 65 tapes that fall into the suspect
= = - = » Tape LODZ88 should be replaced calegory and require desper sludy. Thers are 15 lapes
% o E = 70 Tapes ovel which have over 100 errors per megabyle. Many
s 8 = Tape LOO545 + Tapes LOD0GS, LOOOT3, and LO0283 applications will indicate that these pieces of media should
2 2 2 - wfifle e should be analyzed again after drive 089 is ba replaced; howewer, the interaction with tape drives must
2 = = i removed be assassad lo determing if this is the cass, To accomplish
this, the suspect lapes are plofted against the tape drives
Chart + 15 suspect tapes are directly impacted that each were loaded and writtenread in.
by drive 089
Thea suspact tape and lapa drive matrix shows the impact
hat a tape dive has on individual tape emor rate
One of the biggest challeng] performance. Chart Ill (a) shows the affect of drive
determining the source of the 331002054089, |t was apparent from Chart | that this drive
the tape media or the tape dif was abnormal and in nead of repar, but you can see from
report will focus on the tapq this chart that 15 of the 65 suspect lapes are either fully
There are two different tape dri impacted or mostly impacted by the removal of this drive
emironment: StorageTek 564 from the population. In other words, all 15 tapes would be
tape drives. T TR T in the accaplable arror rata range if they hadn'l been used

Ermor Limil has besn cakoulate
hundreds of tepe drives where
ctatisfically diffarent than the pop

in this drive, This same analysis can be done for the other
suspected drives (479000001319 and 331002020218).

Site Analysis for a Large Medical
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Tape Drive Performance

One of the causes for elevated drive emor rafes can be

» Streaming rate is the bar e
that all is measured
against

» The DNA chart give you Tape Drive ; =
. . . " poralcuseo
the ability to determine if FEROIANGS -_" s it marygoing
the customer has an = ey B desfibogaerantig § 111 1 - e —
damaging media and data recovery erro)

isolated problem or a e backuy aetrnt o e o
systemic one

e
| System capable

| Rs0Ew of sending full
o W — T
e —

» If yellow or green blocks, B |
are shown then you know

CHART VIII: Hourly performance of tape devices

. . a5
the environment is 9640 i
30
. All dnves average
capable of supporting el =504
below strearming rate
H u 20 The 9840 drives are used sporadically and, in most cases,
h Ig h d ata rates - the H e : parforming at % of less of the streaming rate. The data access
g 5 Al active drives are below sireaming requirements need fo be assessed to determine if more
H rales efficlancy can be gaimed, bul al a minimum this is an
prObIem must be In the 10 emvironmenl where ¥ of the drives could be taken out of
+  One half of 9840 and 9340 drives commission. This would reduce the maintenance costs, power,
t I 1 t' 5 could ke 1aken offline without and HVAC requirements whie not impacting  curent
SyS e m O r a p p I Ca IO n A H B R 3 impacting current environment effecivenass of the envircnment. Additicnally, deeper analysis
o g of the backup application, system and process should be
3 o & B «  Opportunity exists to improve parformed to determine where the bolllenack sxists. Removing
\'&? qﬁ‘ éﬁ cs(\ \1‘5\ backup/recovery performance this would enable 2x to 3x performance using the existing tape
,5? “550 "Frb ' by 2 or 3x drives, lowing an additional 3 io 4 drives to be taken offiine -
@’553 ‘_gb'\@ ﬂ.;;\@ @'\@ ﬂ?'\@ @'\ or decreasing the data accessbackup fime window by the
o Low performance will exacerbats amor saime faclor,
rales and exposes the customer to
Chart VI data recovery risks There are four (4) 9940 drives; however, only two are primarily

used, There are moments when the throughput goes above
siraarming rate, bul by and large, the enviranmant is run balow
straaming. This is another area where it is questionable why all
four drives are used and with improvements in the backup
environment, it is very conceivable that two of the drives could
be removed, providing the savings to the customer.

Site Analysis for 3 Large Medical Imzaing Company
© Copyright 2008 All Rights Reserved
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» This is all about

Drive Utilization

maximizing the
investment in the tape
system

DNA chart gives view into
how the systems are
being used on a
daily/weekly/monthly
basis

Occupancy gives you a
great view into the wasted
time spent loaded, but
nobody is home

Drive Utili

The customer envirol
apporunity [o improve
and even remove wun
resulting in ongoing ca
expenses for power and

Max/M

100%
0%
80%
0%
60%
50%
a0%
0%

Percent Occupied

Chart X shows the ave
tape drives in the custon|
charl & crealed by me
lime a drive has a lapq
glarte when a lape g
unloaded. The chart in
loaded as well, and the
sporadically (at night,
expect bo see a low oog
customer, this chart shol
expecied afier locking
VIl This behavior ca)
when the laps dives 3
and af manths.

Site Analysis for a Large)
& Copyright 2008 All Ri

ol

] 'f!%%“i";.g‘?-f‘.:'l".

H{withra drive -

s Five (5) 9840 4
acoassed or ug

* Oy two (2) 99
one fime

o Drive acosss i

o Sevan (7) drivd

withaut impaci
»  $17.500 annug
available
o 12580 KWh =4

Site Analysis for a Large M

pravisties ]
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IN002020218

E & I 8§ § B B § &8 £ B B &8 83
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g 8 g & 1 g 5 2 = £ E & 8 b=}
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B % Emply ibcﬁ)ucewmed and Not B % Active

Chart XI: Drive Occupancy and Utilization

*  Most drives have actua IO less than
5% of the day

«  Five (5) 9840 drives could be taken
offing and mot impact data access

«  Twa {2) 9840 drives could be taken
offing by rebalancing the data to the
remaining two drives

« An application is holding the 9940
drives without [/

A more exact way of looking at the uliization of the tape
drives is fo mezsure both the occupancy (a tape is loaded
in the driva), and the driva utilization {lhere is data going o
ar from the drive). Chart Xl shows a slacked bar graph of
the cccupancy and drive ufilization. This chart excludes all
days whan there is no leadiunlead activity, so therafore you
are locking 2t the utilization on the days in which the drive
was aclive,

Basad on this breakdown, the customer's environment is
raraly using their 9840 lape drives, and three of the S840
drives are occupied (nearly 30% af the fime) but without
data going to or from the drive. The best use casa shows
just umder 10% actual utilization

This chart confirms the findings from above: drives 1264,
1266, 3840, 1932 and 1406 are used less than 1% of the
lime and could be lumed off, Al ather drives except 0218
are used ~4% of the ime

This chart also shows that the 5940 drives are occupied
with lapes, but litle ta no 'O is going 1o and from them.
This could be the causa of why these drives go online for &
period of fime with intense activity, then go offline with no
uga fof long periods of lime

@ Copyright 2008 Al Righ
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Drive Utilization

» Tape loads is all about
time, and mechanical
stress — low number is
good for everyone

» Data transferred gives
you insight into how
efficient the system is
being used — again we
want large blocks of data

Tape Load Count

Min/Max/Average Tape Loads per Drive

Ina24-H
asp
00 Anerage of
laading/unh

per da

I1002061502
331002081408
331002061288
331002050840
311002061264
3002064085
31002020218

Dirive|

CHART XII: Average (maximin) tape lod

« Al 9840 drives exceed manufacturer's
daily koad rating

»  Drives 1532 & 1406 have reducad
MTEF from 27 4 years o 1.96 years

s Drives 1266 & 9849 have reduced
MTBF fram 27,4 years 1o 288 years

«  Drive 1264 has reduced MTEF from
27.4 years o 4.56 years

+  Remaining 9840 drives have reduced
MTBF from 27.4 years to 7 B2 years

5500

5000

4500

4000

3500

w
=]
o
=1

# Of Tape Loads
[
o
5

2000

1500

1000

500

0

Mearly 5400 tapes
loaded with less than
250 Mbytes of data
ransfered

PESEFEF S EFFFEF TS TS S ESH

Megabytes Transferred

CHART XIll: Total Mbytes transferred per tape load session

Mearly 500 tape loads occurrad with
no data transferred

Most 10 Iransfers are undsr 250
Mbyles, a very inefficient envirenment

Chart XIIl shows a histogram of the data transferred per
sach lzpe session. In other words, the amount of data 1O
that is Iransferred every time a laps is loaded in any of the
drives in the cusiomer environment.

The first and most disturbing issue is tha nearly 500 tape
loads with zero (0] data fransferred. All of these activities
exarcised the machanism of the library and drive for no
reason, Additonaly, these activities are keeping the drives
and robol busy when they could be used for more
important actviies.

The other obssrvation is thal mest of the VO transfers are
less than 250 Mbytes in size. This is a fraction of the tape
capacity and very inefficient for a tape system. Ideally, the
transfers should be in multiple Gigabyle sizes.

This is clearly one of the causes for the low performance
sean across the dives. With so litfle data, it would have a
contribuling factor in the sub-slreaming performance hat
Ihe lape drives are achisving

This is a reason for a virtual tape system which is better
suited 1o the small dala transfers snce the dalais on disk,

Site Analyss for 2 Large Madical Imaging Company
@ Copynight 2008 All Rights Reserved
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onclusion

» Actionable results with
recommended changes
and follow-on steps

» Areas to improve, specific
areas of risk — a tangible
result that can drive follow
on business or service

Conclusion

Tha customer envionment has immediale needs for
attention that include the repair'replacement of drives
and media as well as significant changes in the
application andior current storage architecture.

Before anything is changsd or modified, it is highly
recommenced thal the drives requiing repair be
replaced and all suspest media be removed. Ongoing
manitering of the environment would provide visibility
into the effectiveness of these changes and aso
provide a fourdation for the system changes in the
future.

Significant analysis of the applications writing and
reading lo the taps drives nesds fo be completed
These applicationa are configursd or written very
poordy causing excessive fape loads and poor data
Iransfars.

The balance and utilization of the tape devices iz very
poer, such that many drives remain idle for significant
pericds of ime. These drives can be removed fo save
maney; however, of the remaining drives the overall
efficiency of use is s0 low, & rebalance of Ihese
syslems would result in increased data access to the
and user.

The most concaming issue is the sub-sireaming rate
of the tape drives. This, along with the out of spec iape
load duty cycle, is operating the tape drives outside of
their optimal range nearfy 100% of the time. The risk o
future data recovery ermors, early sysiem failures, as
well as ongoing data write issues is very high.

There is no ongeing verfication of data stored on
media and with the risk of data recovery being very
high, the customer slorage speciaists as well as their
end users wil be dealing with data loss issues in an
ongoing, random manner. In fact there is no cument
method fo predict these failures, leaving the siuation
tenuous atbest

Repair/Replace

= Drive 331002054085

Site Analysis for a Large Medical Imaging Company
& Copyright 2008 All Rights Reserved

There are many things that can be done to improve .

the custamer zrywiron?nsan'r. The sasiest and quiﬁ_kam

is to remave the dafeclive drives and media; howsver, e ————————————————————————

these are jusl the outer layer of the onian and thers is

much more to be accomplished. = Remove defective drives and media per
‘RepairReplace’ list

» Implement an ongoing physical tape monitoring
system or service

Untll the enviranment s complataly stabls, it is highly
recommended that an ongoing system monitor be
installed fo measure the aciivities and resulis of the

changes i the envirenmant, *  Analyze current applications using tape library

o If backup application, then reconfigure for
A deeper analysis by the customer's staff is required fo tape stacking to maximize and optimize data
understand the application(s) using the tape drives transfer
and library. Tha first thing that needs to be done Is fo o Ifsystem application, modify application fo
draslically reduce the lape loadiunloads thal are read full data sets and store in memary
cceurming. This might require an application patch or, cutting down on multiple reloads with litte to
hopedully, this can be accomplished fhrough a no data fransfered
configuration change. This is by far the larges! procass

going on with the drives and many of these loads do * mﬁl:g:ma thpe buffer system 1o sireamiine data

not transfer any data. The second area fo modify is
within the /0 write process. If this is an application
that wriles dirsclly lo tape, then there is lite that can

o Simple tape controllers to smooth out data
transfers to and from tape drives

be done; however, if this is a backup application, then o Virtual Tape System to utilize disk for erratic
It can be configured fo opfimize the dala fransfer by tape reads/writes

stacking jobs before writing to tape. This would craate + Implement a Virtual Tape System as a

the most efficient dala packages, reduce the quantity, complement to physical tape system

and provide an averall improved system use. o Streamline performance as mentioned above

o Maximize utilization of tape drives
o Minimize required number of tape drives
o Dramatically decrease tape load duty cycles

If nona of thoss aclivities are possible or do not result
in changing the sub-streaming rates, tape load duly

cycle, and drive ulilization, the recommended path is i =
to implement a virfual tape system as a complement fo o gmmat!al:" .decrem l'bfry duty stm
the tape library. There are many syslems on the o Dramatically increase end-user access

market for wirual tape, but wvery few are data s
complementarily to physical tape, and therefore, it is < Reduce backup/data write failures
recommended this purchasa be assessed carefully
before implementation. The virual 1ape system woulkd
alow the wsers (applications) o continually perform
the loadiunloads and small data transfers since it is
basad on a disk system which is optimized for small,
random WO, The virlual system would then manage
the write process io the physical tape drives,
performing this function at optimal transfer raies and
maximum use of the physical lape environment.
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Cost Savings

» Opportunity for saving money for the
customer if the recommendations are
followed

» Both immediate as well on on-going
yearly results

» Catastrophic failures are not
monetized which only grows the value
of the report

Cost Savings

Areas of Opportunity for
Saving Ongoing Expense
and Capital

Azeuming the emvironment is modified per the
recommendations, there are savings available based
an the optimization of the current systems and through
the incraased efficency of dala acoess,

Out of sixteen drives, there is only enough data acoess
lo require & of them — at peak. The first 7 drives can ba
remaved due ta rebalancing the environment, and the
remaining 3 can be removed once the performance of
the amaronment {network, application server, backup
server, elc) is tuned, These 10 drives can be laken
offline and the customer can stop paying annual
maintenance. The drives should be stored in case
athers fail andfor the dala budget grows requiring
more drives.

Tapa media has bean cycled on average once per 18
months. Analysis shows that most of the media is
perfarming o specication. In fact, any high error rates
have besn caused by defeclive drives. This means
thal each piece of media can be used much lenger,
and bassd on the customer's use cycles, it s
estimaled that the media purchase cycle can be
reduced by nearly 90%,

Additional savings comes from the labor, which is
currenlly focused on maintaining the tape library,
drives, media and full system infrastructure. Once the
environment has been oplimized, and with the proper
managament tools, it is esbmated that & minimum of 7
hours per week can be saved and reallocated 1o mare
impartant tasks.

Recurring (Annuslized)
Tape Drives Qty Annual Fee Total

Rebalance 7 $4,950 $34 650
Fedoameanice 3 54950  $14850
Tuning
Power & Cooling 10 5148 51.480
TOTAL $50,980
Recurring (Annualized,
Media aty Unit Fea Total
Annual
110 ] 4,400
Purchase SA 34
Reduction %% 30% 53,960
TOTAL $3,960
Recurnng (Annualized,
il Hours Rate Total
Resources
Backup/Storage 350 385 329,750
Management 150 5150 322,500
TOTAL $52,250

Recurring (Annual) Total § 107,190

Next 12 Months

Capital r 5
Exponses Qty Rate Total
Mew Drives 5 $33.000 $165,000

{Refurbished drives are ~37.500)

TOTAL $165,000

Grand Total: $272,190
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