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How CERN Leverages Tape
in Support of Active
Physics Data Archives

Viadimir Bahyl
CERN IT Storage and Data Management
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CERN is the world’s

biggest laboratory for
particle physics.

Qur goal is to understand
the most fundamental
particles and laws of the
universe.

Located near Geneva on
either side of the Swiss .
French border
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How do we do it?

* We build large machines to study the smallest particles in the universe
« We develop technology to advance the limits of what is possible
« We perform world-class research in theoretical and experimental particle physics
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Large Hadron
Colllder (LHC)

.+ 27 km in circumference

« About 100 m underground

« Superconducting magnets
steer the particles around
the ring

 Particles are accelerated

to close to the speed
of light



The LHC detectors

The detectors measure the energy, They take 40 million pictures | The LHC detectors have been built

direction and charge of new - a second. Only 1000 are | by international collaborations

particles formed. recorded and stored. . covering all regions of the Globe.
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The Worldwide LHC Computing Grid (WLCG)
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1 million processing cores =~ More than 1000 Petabytes

in about 160 data centres of CERN data stored
and 42 countries. world-wide.

Used to store, distribute, = ¢
process and analyse data.




CERN Tier-0 Data Rates (2022 — 2026)
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CERN IT Data Storage Services

Tier-2 sites
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SYNC& Share
services _

Tape services OpenStaCk
local batch cluster
0O(10%) cores
Tape Archive EOS

Total Space

600 PB

Files Stored

~7 Billion

# Storage Nodes

~1600

# Disks

~80000
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CERN Tape Archive (CTA) architecture (629
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EOS is natively used as a namespace = = EOS VO pe Storage u
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A pure SSD EOS instance with tape
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Conceived as a fast buffer to the tape

system

* File residency on the SSD disk is
transitional

- A tape copy is an offline file for
EOS B 7 [ _

- Intended to meet the requirements | (2| |2 |2 Retrieve 5
of Run3 and Hi-Lumi LHC — e
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@ GitLab

@ Project information

B Repository

© Security & Compliance

@ Deployments

b Analytics
@ wiki
@ Settings

master CTA /

8 v | Q Search Gitlab 7 N

tapeserver / - Lock | | History | Findfile || Web IDE

s add cta-tape-label parameter to specify drive (#977) @

Miguel Barros ec

B3 castor

B3 daemon

Bh

B3 readtp

B n

B3 tapelabel

& CMakel i

ample

cta-taped.icta

G+ cta-taped.cpp
cta-taped.ogrotate
cta-taped service

cta-taped.sysconfig

Last commit

ix negative disk space reservation content (#1120)

pipeline if cppcheck detects error

abel parameter to
text in CTA

cense text in CTA
a-taped's manual and init script
Make sure that neither cta-taped nor cta-frontend are terminated b.
No need to export with

esolve “"Review softwa
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Activity for Jobs

Operations helped by
Rundeck

Integrated with Open Source tools
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Monitored with
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International collaboration

Deployment at DESY

CTATra ‘
| CTA Evaluation at Fermilab nstore (eplo) e AlAniares
. Files II File mark CPIO header - :e mar: Header —
mF| Compatibility with CPIO Tape File Format
Ad
ﬁ mF « Data at Fermilab is largely stored in CPIO tape format o e i
5 ® CTS Enstore also supports CERN tape format used in CTA File data
fo
HE This format is used by CMS and for large files (8GB+)
.,! ® EOS We and our colleagues at PIC find CPIO much more e B - | 1
=R performant in Enstore CHRCRinnss] Flo mark rrailer R
File mark | —
mS However, CTA currently has no support for CPIO format File mark - [
Much of our dev effort focused on implementing this
® Just 4
su pport CPIO file data File data
Planning to implement read, not necessarily write, ’
functionality for this format i S
. File mark
Contact: ewv@fnal.gov File mark e = [ —
. - UK Computing for Particle Physics
NEw 3¢ Fermilab

{'»z Yujiang Bi, IHEPCC, EOS W 8 22/03/09 Ren Bauer | Evaluation of CTA for use at Fermilab
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LHC roadmap: ion runs
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Tape Infrastructure (June 2022)

C ERIN ISB |\fzctrum
Tape Archive PI")otect

 Archive of the physics data « Backup of the business data
Licensed capacity: ~15 PB

Provisioned capacity: ~520 PB

 Libraries:  Libraries:

3 xIBM TS4500 * 1 xIBM TS4500 (partitioned)

» 2 x Spectra Logic TFinity * 1 x Spectra Logic TFinity (partitioned)
 Drives:  Drives:

76 x IBM1160, 10 x IBM TS1155 « 10xIBM TS1155

« 98xLTO9, 10 xLTO8 « 10xLTOS8
* Media: * Media:

» 84 PB on 3592JE, 227 PB on 3592JD, 34 PB on 3592JC * 9.7 PB on 3592JC

« 83PBonlLTO9, 29 PB on LTOS8, 62 PB on LTO7M * 9PBonLTO7M



Tape Infrastructure (June 2022)




‘@:AW Performance — block transfer rates

Transfer rate (MB/s)

450

400

350

300

250

200

150

100

Selected as B test site

LTO-9: writing at
399 MB/s
measured
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LTO-8: writing at

354 MB/s
measured
With 256 KB block size
(used at CERN),
it is (still) possible to reach
the native transfer speeds
/ At least 12.5 hours to fill LTO-9 cartridge
8 16 32 64 128 256 512 1024 2048 4096

Block size (KB)

=@=190001@I1L90614  ==4==180547@11L90613

Details: dd if=/dev/zero of=/dev/tape bs=(8,16,32,64,128,256,512,1024,2048,4096)k

Vladimir Bahyl : LTO-9 testing
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@ LTO-9 capacity
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— logical vs. physical

18700,0000 Expected capacity variations between tapes and runs when
writing to physical end of tape (see nominal vs. designed)
18600,0000
18500,0000
18400,0000 1 Option of using the LTO-9 cartridge until
the physical end of media offers on
average ~3% (~550 GB) capacity increase

18300,0000 +— (~33:1 ratio)
18200,0000
18100,0000

= = 1
18000,0000 : . )

1 2 3

Count

=== EOT L90000@I11190613 ==3é=PEOT L90000@111L90613 == EOT L90001@11L90614
Details: dd if=/dev/zero of=/dev/tape bs=262144

Vladimir Bahyl : LTO-9 testing

=4==PEOT 190001@11L90614
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Serpentine layout




Recommended Access Order

LINEAR RAO




LTO-9 RAO comparison test results

L80062L8 @ I1L90614
7533 large (~2 GB/file) incompressible ATLAS experiment files, 12.1 TB of data in total

32000
25600
* LTO-9 RAO vs. LINEAR order
» 70 — 30 % less time needed for positioning between files
» Best gain (in this particular use case) when recalling ~250 files
__ 19200
E
"~ 12800
6400 I I !
) e I 1 - I []
50 100 250 500 1000 1500 2000

Number of files

m LINEAR positioning time m TAOS positioning time m CERN positioning time m Native LTO-9 RAO positioning time m Data transfer time (equal in all cases)



Hardware features vs. Software updates

~ IBM quote: Backug
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LTO-9 media initialization / calibration
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* Usually takes around 50 minutes

» Exceptions taking longer within 5-10%

Time to initialize new LTO9 cartridge (per cartridge)
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= SPECTRALTO9 (S1L90513)
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Media initialization vs. Other industries
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Mobile phone . Carsneededa -
batteries needed mechanical run-in %"
to be calibrated v ¥ :z -t

LTO9 media initialization has a cost
» Higher purchase price

* Device not immediately available when delivered

Engineering effort should be found to eliminate it




Store data for online analysis on tape

What is ‘data carousel’ and why ?
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Data storage challenge of HL-LHC :

—

- ATLAS Preliminary E

- ‘Opportunistic storage’ basically doesn’t exist

-> Format size reduction and data compression
are both long-term goals, require significant
efforts from the software and distributed -
computing teams 2000

-> Tape storage is 3~5 times cheaper than disk [
storage, increasing tape usage is a natural 1000
way to cut into the gap of storage shortage for - .
HL-LHC

= Resource needs
(2017 Computing model)

[ — Flat budget model
3000 (+?5°/:/3%gr) °
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‘Data Carousel’ R&D — to study the feasibility to use tape
as the input to various |/0 intensive workflows.



Archive Growth Projections

2022 — 2025
*Up to 18() PB/year ,‘

* Up to 4_Q GB/S
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 Tape is the best currently-available technology for archival storage,
in terms of reliabllity, stability over long periods of time and cost

« CERN is investing in tape as its primary archival storage medium
for LHC Run-3 (2022-26) and HiLumi LHC (2029-32)

« Storage needs are growing but budgets are flat
 The CERN physics archive is ~520 PB but will soon grow to 1 EB
« Data retrievals already exceed 1 EB/year

* The storage demands of HL-LHC will mean more data on tape and new
tape workflows
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