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CERN is the world’s 
biggest laboratory for 
particle physics.

Our goal is to understand 
the most fundamental 
particles and laws of the 
universe.

Located near Geneva on 
either side of the Swiss 
French border
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How do we do it?
• We build large machines to study the smallest particles in the universe
• We develop technology to advance the limits of what is possible
• We perform world-class research in theoretical and experimental particle physics

ACCELERATORS DETECTORS COMPUTING
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Large Hadron 
Collider (LHC)

• 27 km in circumference
• About 100 m underground
• Superconducting magnets 

steer the particles around 
the ring

• Particles are accelerated 
to close to the speed 
of light



The detectors measure the energy, 
direction and charge of new 

particles formed.

They take 40 million pictures 
a second. Only 1000 are 

recorded and stored.

The LHC detectors have been built 
by international collaborations 

covering all regions of the Globe.

The LHC detectors



Used to store, distribute, 
process and analyse data.

1 million processing cores 
in about 160 data centres

and 42 countries.

More than 1000 Petabytes
of CERN data stored 

world-wide.

The Worldwide LHC Computing Grid (WLCG)



CERN Tier-0 Data Rates (2022 – 2026)



CERN IT Data Storage Services

30-40 GB/s

600 PB
Total Space

~7 Billion

# Disks

# Storage Nodes

~1600

~80000

Files Stored

EOS

local batch cluster
O(105) cores

Sync & Share 
services

Tape services Physics services



CERN Tape Archive (CTA) architecture

Archive

Retrieve

EOS VO
EOSCTA VO

Tape StorageEOS is natively used as a namespace 
and disk pool manager

A pure SSD EOS instance with tape 
backend

Conceived as a fast buffer to the tape 
system
• File residency on the SSD disk is 

transitional
• A tape copy is an offline file for 

EOS
• Intended to meet the requirements 

of Run3 and Hi-Lumi LHC



Integrated with Open Source tools

Development using GitLab Operations helped by 
Rundeck

Monitored with
InfluxDB / Grafana



International collaboration



1974: Tape Storage Vault – when robots were human



1989: Tape Storage Vault – broken handbot



Tape usage at CERN – past 10 years

Data taking period Upgrading period



• Backup of the business data
• Licensed capacity: ~15 PB

• Libraries:
• 1 x IBM TS4500 (partitioned)
• 1 x Spectra Logic TFinity (partitioned)

• Drives:
• 10 x IBM TS1155
• 10 x LTO8

• Media:
• 9.7 PB on 3592JC
• 9 PB on LTO7M

• Archive of the physics data
• Provisioned capacity: ~520 PB

• Libraries:
• 3 x IBM TS4500
• 2 x Spectra Logic TFinity

• Drives:
• 76 x IBM1160, 10 x IBM TS1155
• 98 x LTO9, 10 x LTO8

• Media:
• 84 PB on 3592JE, 227 PB on 3592JD, 34 PB on 3592JC
• 83 PB on LTO9, 29 PB on LTO8, 62 PB on LTO7M

Tape Infrastructure (June 2022)



Tape Infrastructure (June 2022)



Selected as β test site



Serpentine layout



Recommended Access Order

LINEAR RAO



LTO-9 RAO comparison test results

• LTO-9 RAO vs. LINEAR order
• 70 – 30 % less time needed for positioning between files
• Best gain (in this particular use case) when recalling ~250 files



IBM quote: Backups are important, but Restores are essential.

• RAO available since
at least 2017

• Benefits demonstrated
by CERN (CASTOR),
BNL (HPSS) and others

• What about the backup
software providers?

Hardware features vs. Software updates

?
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Individual tape cartridges, ordered by time to initialize (left: slowest, right: fastest)

Time to initialize new LTO9 cartridge (per cartridge)

IBM LTO9 (I1L90941) IBM LTO9 (I1L91243) SPECTRA LTO9 (S1L90512) SPECTRA LTO9 (S1L90513)

LTO-9 media initialization / calibration

• Usually takes around 50 minutes
• Exceptions taking longer within 5-10% 



Media initialization vs. Other industries

LTO9 media initialization has a cost
• Higher purchase price
• Device not immediately available when delivered

Engineering effort should be found to eliminate it

Mobile phone
batteries needed
to be calibrated

Cars needed a 
mechanical run-in



Store data for online analysis on tape



Archive Growth Projections

2022 – 2025
• Up to 180 PB/year

• Up to 40 GB/s



• Tape is the best currently-available technology for archival storage, 
in terms of reliability, stability over long periods of time and cost

• CERN is investing in tape as its primary archival storage medium 
for LHC Run–3 (2022–26) and HiLumi LHC (2029–32)

• Storage needs are growing but budgets are flat
• The CERN physics archive is ~520 PB but will soon grow to 1 EB
• Data retrievals already exceed 1 EB/year
• The storage demands of HL-LHC will mean more data on tape and new 

tape workflows

Summary




